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Abstract 

Objective: To analyze the performance of each algorithm model 
under different processing conditions such as data preprocessing 
(standardization, normalization and regularization), balancing and 
shuffling based on the data attributes of three common research 
types in clinical studies as the research examples. To compare and 
analyze advantages and disadvantages of the decision tree model and 
the neural network model in clinical studies as well as their scope of 
application. 

Methods: Python was used to construct ID3 and CART decision 
tree models. Three typical clinical research data sets were down-
loaded from UCI and used to perform data preprocessing, balancing, 
and shuffling on the models. The model evaluation indexes included 
time complexity, accuracy, precision, recall and F1-Score. As for visu-
alization, the model results, confusion matrix and ROC curve were 
drawn. The importance rankings of different data set attributes on 
the model results were also analyzed. In addition, one typical data set 
was selected to conduct the comparative analysis by using the neural 
network model. SPSS was used to perform the significance analysis 
of different data processing schemes. The SPSS platform was used to 
conduct the statistical test of the results. 

Results: (1) There were a total of 96 decision trees based on 2 
decision tree algorithms, 3 data sets, 4 types of data preprocess-
ing, 2 balanced choices and 2 shuffling choices. (2) The AUC value of 
the Thoracic Surgery Data Set significantly increased after balancing 
with a maximum increase of 0.3, which was statistically significant (P 
<0.01). (3) The AUC value of the Breast Cancer Wisconsin (Diagnostic) 
Data Set generally increased after normalization, which decreased af-
ter regularization. The maximum decrease was 0.6 without statistical 
significance (P = 0.3). (4) The AUC value of the Statlog (Heart) Data Set 
increased after regularization but it was not statistically significant. 
The maximum increase was 0.03. (5) Data balancing and shuffling can 
increase the AUC value. (6) The performance of the neural network 
model was between the best and worst performance of the decision 
tree model. 
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Introduction

With its rapid development, data science has been widely 
used in various fields. According to a survey in KDnuggets Poll, 
the top five data science applications in 2016 were “Customer 
relationship management”, “Finance”, “Banking”, “Health Care” 
and “Scientific Research”. It can be seen that the medical and 
health field has become a hot field of data science applica-
tion [1,2]. However, due to the privacy of medical data and the 
gradual strengthening of personal privacy protection, there still 
exists certain difficulties in medical data sharing among major 
medical centers, which often results in a smaller amount of 
data in a single study than that in other fields. And due to the 
complexity of the human body system and the diversification of 
measurement indicators, a study often involves multiple data 
forms. All of these has limited the application of machine learn-
ing data analysis to a certain extent. 

In the field of clinical research, the requirements for the in-
terpretability and provability of results are rather high. There-
fore, the decision tree model has attracted more and more 
attention. The development of “Pruning” and “Integration” 
algorithm partly makes up for the limitations of decision tree 
model which is easy to over fit and difficult to promote [3,4]. 
However, neural network still has great advantages in nonlinear 
fitting, parallel processing, voice and image recognition, noise 
processing, learning hidden relationship and so on [5,6]. There-
fore, whether there is the most appropriate data processing 
scheme and algorithm model in the common clinical research 
field, especially in the field of medical diagnosis and prognosis 
evaluation that clinicians are most concerned about, has be-
come the focus of attention [7,8]. 

The evaluation of algorithm models and analysis results is 
multifaceted, and different emphasis will be given according to 
different research purposes. Therefore, in research, different 
classification thresholds are often used according to the task 
requirements. The threshold can be raised to make the predic-
tion result of the classifier more reliable when more attention 
is paid to “Accuracy” while the threshold should be lowered 
to make the classifier predict more positive results for “Com-
prehensiveness”. Therefore, the generalization performance 
requirements of learners under different tasks shall be consid-
ered when setting the threshold [9]. Therefore, in this study, the 
Receiver Operating Characteristic Curve (ROC) was selected as 
the main standard for model evaluation from the perspective of 
threshold selection and reference was made to such evaluation 
indexes as time complexity, accuracy, precision, recall rate, and 
F1-Score. 

Conclusions: (1) Balancing and shuffling can increase the AUC 
value of unbalanced data significantly. (2) Data preprocessing can im-
prove the quality of the model. The larger the amount of data, the 
more significant the effect. Normalization can be used to process 
data sets with great differences in feature distributions. Standardiza-
tion can be used to process data sets with different magnitudes of 
data. Regularization can be used to deal with clustering problems. (3) 
The decision tree algorithm has a better performance for the classifi-
cation of data sets with no obvious patterns. The neural network has 
more advantages in other data types and massive data processing.

Methods 

Description of algorithms and data sets involved

In this study, 3 UCI data sets and 3 algorithms were involved. 

Data sets 

Thoracic surgery data set: This data set is used to predict 
the survival of patients one year after operation. It includes 470 
samples and 17 attributes, including diagnosis, maximum vital 
capacity, forced expiratory volume per second, surgical score, 
preoperative pain, preoperative hemoptysis, preoperative 
dyspnea, preoperative weakness, tumor stage, diabetes his-
tory, myocardial infarction history, peripheral vascular disease, 
smoking history, asthma history, age, and follow-up results. In 
the data set, 70 samples survived one year later and 400 died, 
which was significantly unbalanced. In the experiment, all the 
17 attribute values were used, with some features of the data-
set distributed differently [10].

Statlog (heart) data set: This data set is used to predict 
whether the patient has heart disease. It includes 270 samples 
and 13 attributes, including gender, type of chest pain, resting 
blood pressure, serum cholesterol, fasting blood glucose, rest-
ing ECG results, maximum heart rate, exercise-related angina 
pectoris, exercise ST segment depression, slope of ST segment, 
number of vessels seen by fluoroscopy, and detection method. 
There were 120 patients with heart disease and 150 patients 
without heart disease in the data set. The numerical values be-
tween different features of the data set varied greatly. 

Breast cancer wisconsin (diagnostic) data set: This data set 
is used to predict the benign and malignant breast tumors. It 
includes 569 samples and 32 attributes, involving the descrip-
tion of 10 cell nuclear morphology in pathology and oncology, 
including plexus thickness, uniform cell size, uniform cell shape, 
marginal adhesion, single epithelial cell size, naked nucleus, 
plain chromatin, normal nucleolus, mitosis, classification, etc. 
In the data set, 234 cases were diagnosed as benign and 335 
as malignant. Different features were indicated by 1 to 10 [11]. 

Algorithms

ID3 decision tree: ID3 algorithm is a method to select the 
optimal description attribute according to the Entropy Deduce 
theory. The basis of attribute selection is to minimize the in-
formation entropy of nodes. The ID3 decision tree model was 
built using Python 3.5 and entropy was used as the best seg-
mentation attribute decision method. The time complexity was 
approximately O (logn). Divide 75% of the data into the training 
set and 25% into the test set. SMOTE algorithm was used for 
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oversampling balanced data. The data processing methods such 
as standardization, normalization, regularization, balanced and 
disruption are provided. ROC curve, confusion matrix, accuracy, 
precision, recall rate and F1 score were used to evaluate the 
model.

CART decision tree: CART is a binary tree. As a classification 
tree, the binary segmentation method is used and the binary 
division on each attribute is considered according to the Gini 
index, which is not easy to generate data fragments, and the ac-
curacy is often higher than that of the multi-fork tree. When the 
minimum variance of the sample is used as the basis of node 
splitting, it can also be used for regression. The time complex-
ity is approximately O (logn). The ID3 decision tree model was 
built using Python 3.5 and Gini was used as the best segmenta-
tion attribute decision method. The balanced data was overs-
ampling by SMOTE algorithm. Divide 75% of the data into the 
training set and 25% into the test set. The same optional data 
processing method was provided and the same indicator was 
used to evaluate the model.

Neural network: Neural network is a complex network sys-
tem formed by a large number of simple processing units con-
nected with each other widely. In this study, the most basic 
three-layer fully connected neural network was used to com-
pare the performance of a specific data set with the decision 
tree model. The time complexity is O (n). A 3-layer fully con-
nected neural network was created using Python 3.5, with each 
layer of neurons being 128, 128, 1. In the first two layers, relu 
was used as the activation function and sigmoid was used as the 
activation function for the last layer. (Figure 1) Binary crossen-
tropy was used as the loss function for this binary classification 
problem. Divide 400 data as training set and the rest as test set. 
A small batch of 16 samples was iteratively trained for 10 times. 
In the aspect of visualization, the curves of training loss, veri-
fication loss, training accuracy and verification accuracy were 
drawn. ROC curve, confusion matrix, accuracy, precision, recall 
rate and F1 score were used to evaluate the model. 

Experimental design (methods and steps) 

To build ID3 decision tree

1) ID3 algorithm was used to load the Theoretical Survey 
Data Set, Statlog (Heart) Data Set, Breast Cancer Wisconsin 
(Diagnostic) Data Set, with four operational options reserved, 
including no data preprocessing, standardization, normaliza-
tion and regularization. Such four operational options were 
reserved as scrambled data, unscrambling data, balanced and 
unbalanced. 

2. The influence of various processing measures on the per-
formance of three data sets analyzed by the model was tested 
in turn, and the results included 48 cases, being 4*4*3. 

3. ROC curve and confusion matrix were drawn to analyze 
the influence of data preprocessing, balance and disruption on 
different data sets. SPSS (version 23.0) was used to analyze the 
AUC value after each operation (P = 0.05). See source code and 
supporting materials for details. 

To build CART decision tree 

1. CART algorithm was used to perform the same operation 
on the above three data sets to generate 48 decision trees. See 
source code and supporting materials for details. 

2. At the same time, ROC curve and confusion matrix were 
drawn to analyze the influence of data preprocessing, balance 
and disruption on different data sets and significant analysis 
was performed. See source code and supporting materials for 
details. 

3. The advantages and disadvantages of the two algorithms 
in different data sets were analyzed and compared.

To build a fully connected neural network 

1. Keras was used to build a three-layer fully connected neu-
ral network. The most common survival analysis data set in clin-
ical (Thoracic Surgery Data Data Set) was selected for analysis, 
and ROC curve, confusion matrix, training loss, verification loss, 
training accuracy and verification accuracy curve were drawn. 

2. Compared with the previous two models, the analysis of 
the advantages and disadvantages of different algorithms was 
mainly based on the AUC value, while referring to indicators 
such as time complexity, accuracy, precision, recall rate, and F1-
Score. 

Results 

Result analysis of ID3 decision tree algorithm 

Thoracic surgery data data set: In terms of the impact of 
data preprocessing, when the balance and disruption condi-
tions were consistent, compared with the group without pre-
processing, the AUC value was all increased in the three data 
preprocessing methods. The AUC value increased the most in 
the normalization group. In the non-disturbance and imbalance 
group, it increased by 0.08 while in the other groups, the value 
increased by 0.04. In terms of the impact of data scrambling, 
when the data preprocessing method was consistent with the 
balance situation, the data scrambling had no clear impact on 
the AUC value of the model. For example, the AUC value of the 
normalized and unbalanced groups decreases by 0.03, while the 
AUC value of the unbalanced and regularized groups increases 
by 0.04. In terms of the effect of balancing data, when the data 
preprocessing method was consistent with the scrambling situ-
ation, data balancing, that is, oversampling had no effect on the 
AUC value. 

Statlog (heart) data set: In terms of the influence of data 
preprocessing, compared with the non-preprocessing group, 
the AUC values of the standardized group and the normalized 
group had both increase and decrease, while AUC value of the 
regularization group all increased, but there was no statistical 
significance, with a maximum increase of 0.03. The remaining 
two operations had no significant effect on the AUC value.

Breast cancer wisconsin (diagnostic) data set: The AUC 
value increased slightly after normalization compared with the 
non-preprocessing group, with a maximum increase of 0.03. 
The other treatments had no significant effect. After the data 
was balanced, the AUC value generally increased, but there was 
no statistical significance (P = 0.42). The AUC value generally 
increased after the data was scrambled, but it was also not sta-
tistically significant (Table 1).
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Result analysis of CART decision tree algorithm 

Thoracic surgery data data set: All kinds of preprocessing 
had no obvious effect. After the data was balanced, the AUC 
was significantly increased, with the maximum increase being 
0.3, and it was statistically significant (P <0.01). However, the 
AUC value increased or decreased after data scrambling, which 
was not statistically significant. 

Statlog (heart) data set: All kinds of processing measures 
had no obvious effect. 

Breast cancer wisconsin (diagnostic) data set: The AUC val-
ue generally increased after normalization compared with the 
non-preprocessing group, but decreased after regularization, 
with a maximum decrease of 0.6 (P=0.3). The other two pro-
cessing measures had no significant impact. (Table 2).

Comparison between ID3 and CART decision tree algo-
rithms 

The accuracy, precision, recall rate and F1-Score indicators 
predicted by ID3 and CART algorithms on the three data sets 
were not significantly different. (See code and supporting mate-
rials for details) However, the AUC value all increased after data 
balance, disruption and any other kind of data preprocessing. 
In the CART algorithm, AUC value achieved 0.83, 0.78 and 0.97 
respectively in the Theoretical Survey Data Set, Statlog (Heart) 
Data Set and the Breath Cancer Wisconsin (Diagnostic) Data Set 
while the AUC value reached 0.86, 0.76 and 0.97 respectively in 
ID3 algorithm. 

Result analysis of neural network algorithm 

The AUC value was 0.68 by training the 3-layer fully connect-
ed neural network with Thoracic Surgery Data Data Set. It was 
lower than the best performance (0.83, 0.86) but higher than 
the worst performance (0.51, 0.52) of the two decision tree 
algorithms. According to the curve of training loss, verification 
loss, training accuracy and verification accuracy, over fitting had 
already appeared after 10 times of iterative training (Figure 2). 

Figure 1: Activation functions used in neural networks (A. relu acti-
vation; B. sigmoid activation).

Figure 2: Neural network training and validation accuracy (A), 
training and validation loss (B).

Table 1: Corresponding AUC values for the 48 outcomes using the ID3 decision tree algorithm.

 data set original standardization normalization regularization

Not balanced
 

nondisruptive
Thoracic Surgery Data Set
Statlog (Heart) Data Set
Breast Cancer Wisconsin (Diagnostic) Data Set 

0.52
0.69
0.92

0.59
0.81
0.93

0.6
0.8

0.95

0.53
0.72
0.86

disruption
Thoracic Surgery Data Set
Statlog (Heart) Data Set
Breast Cancer Wisconsin (Diagnostic) Data Set

 0.53
0.69
0.93

 0.52
0.74
0.94

 0.57
0.69
0.94

0.57
0.72
0.86

 Balanced

nondisruptive
Thoracic Surgery Data Set
Statlog (Heart) Data Set
Breast Cancer Wisconsin (Diagnostic) Data Set

0.7
0.78
0.96

0.84
0.71
0.94

0.74
0.8

0.96

0.77
0.81
0.91

 
disruption

 

Thoracic Surgery Data Set
Statlog (Heart) Data Set
Breast Cancer Wisconsin (Diagnostic) Data Set

0.71
0.72
0.96

0.8
0.76
0.97

0.86
0.68
0.96

0.82
0.74
0.93
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Table 2: Corresponding AUC values for the 48 outcomes using the CART decision tree algorithm.

Data set Original Standardization Normalization Regularization

 
 

Not balanced
 
 
 

Nondisruptive
Thoracic Surgery Data Set
Statlog (Heart) Data Set
Breast Cancer Wisconsin (Diagnostic) Data Set

0.51
0.72
0.93

0.54
0.83
0.96

0.52
0.81
0.95

0.53
0.67
0.9

 
 

Disorganize
 

Thoracic Surgery Data Set
Statlog (Heart) Data Set
Breast Cancer Wisconsin (Diagnostic) Data Set

0.53
0.66
0.93

0.61
0.66
0.92

0.56
0.67
0.93

0.51
0.73
0.89

Balanced

 
Nondisruptive

 

Thoracic Surgery Data Set
Statlog (Heart) Data Set
Breast Cancer Wisconsin (Diagnostic) Data Set

0.81
0.84
0.93

0.78
0.77
0.92

0.79
0.76
0.97

0.7
0.81
0.93

 
Disruption

 

Thoracic Surgery Data Set
Statlog (Heart) Data Set
 Breast Cancer Wisconsin (Diagnostic) Data Set                       

0.69
0.71
0.96 

0.78
0.78
0.96 

0.83
0.67
 0.97

0.78
0.72
 0.9

Discussion

Three data sets were used as examples in this paper. Prob-
lems such as inconsistent distribution of data features, extreme 
values and data noise can be found in clinical research. Normal-
ization can map the data within the range of 0 to 1 and con-
vert dimensional expressions into scalars. Standardization can 
change the average value of each feature to 0 and the standard 
deviation to 1 so that all features are at the same magnitude. 
Regularization can unify the standard for the similarity calcula-
tion, which is always used for clustering and text classification. 

[12] The results showed that the data preprocessing methods 
above increase the AUC value to a certain extent, but the ef-
fect was limited, which may be because of little difference from 
the standard data set feature distribution, presence of extreme 
values, small noise and overfitting resulting from no pruning of 
the decision tree.

At the same time, data balancing is essential because there 
is often imbalanced data in clinical research, especially in rare 
diseases and survival studies. The SMOTE algorithm can be used 
to a few new samples to effectively solve this problem. In par-
ticular, the AUC values increased significantly after data balanc-
ing when the Thoracic Surgery Data Data Set was used to train 
the CART algorithm, proving that the data balancing optimiza-
tion model was effective in the unbalanced data set when its 
ratio of survival to death was 7:40. Data shuffling can disrupt 
the order of the data to randomize the data, thus improving the 
selectivity of the gradient optimization direction and avoiding 
overfitting. The AUC values generally increased after data shuf-
fling in the Breast Cancer Wisconsin (Diagnostic) Data Set but 
there was no statistical significance, which may be because the 
data set was small, the batch gradient descent wasn’t used and 
the effect of the one-time training classifier was limited after 
data shuffling. 

The difference between the ID3 algorithm and the CART al-
gorithm lies in their selection of the optimal features used for 
data partitioning. The former uses the “Maximum information 
entropy gain” and the latter uses the “Gini index”. Besides, the 
CART algorithm can also be used for the regression analysis 
because it uses the minimum variance of samples as the node 
to split the data. As a classification problem in this study, each 
data set only presented differences in feature distributions and 
magnitudes, so the two algorithms didn’t show statistically sig-
nificant advantages and disadvantages. Moreover, the pruning 

operation of the decision tree resulted in too many variables, 
so this study didn’t consider using the pruning operation to re-
duce irrelevant variables. There is no universal model. Although 
neural network models have developed rapidly in recent years, 
their performance was worse than that of decision tree models 
in this study, resulting from data set properties. In data types 
with obvious patterns such as images and sequences, neural 
networks have great advantages as they can efficiently extract 
the “Advanced” feature expressions. However, due to the table 
attributes of the data set in this study, only inefficient fully-con-
nected neural networks can be used, so the effect was poor. 
Therefore, appropriate algorithm models should be selected for 
different data types in the study. Because the time complexity 
O (n) of neural networks is smaller than the time complexity 
O (logn) of decision trees, it will be more advantageous when 
large amounts of data need to be processed. The data volume in 
the data set in this study was small (only 569 samples at most), 
which also weakened the advantages of neural network algo-
rithms. Besides, it is still necessary to discuss whether neural 
networks with different layers and neurons have better perfor-
mance.

It is not appropriate to only use the AUC value of the ROC 
curve as the standard in clinical research, although it is a com-
prehensive index that accurately reflects the authenticity of di-
agnostic tests. The clinical application range may be completely 
different even if the AUC values are exactly the same. Therefore, 
it is still necessary to select comprehensive evaluation indexes 
based on the population characteristics as well as the clinical 
and socioeconomic influences of diagnoses [13,14].

Conclusions

The conclusions that can be drawn in this study are as fol-
lows:

1. Data preprocessing can improve the quality of the models. 
The larger the amount of the data, the more significant the ef-
fect. Normalization can be used to process data sets with large 
differences in feature distributions. Standardization can be used 
to process data sets with data of different magnitudes. Regular-
ization can be used for clustering problems.

2. Data balancing plays an important role in processing im-
balanced data sets.

3. Data shuffling helps to mitigate the overfitting and opti-
mize the training results. But the performance is not significant 
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when the amount of data is small.

4. The performance of fully connected neural networks is not 
as good as that of decision tree models for the classification 
problems in data sets without obvious patterns. But the per-
formance of the two decision tree models is not significantly 
different. Therefore, decision tree models can be used to solve 
common problems such as diagnosis and prediction, survival 
analysis, and disease classification in clinical research. More-
over, operations such as preprocessing, balancing, and shuffling 
can be selected based on the amount of data, data types, and 
display requirements.

Conclusions
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