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Abstract

Although the neonatal mortality rate has been diminished over 
time in Bangladesh, the rate is still very high. The day of birth is the 
most vulnerable period for newborns. This study assessed to predict 
and detect associated risk predictors of the first-day neonatal mortal-
ity through Machine Learning (ML) algorithm. We investigated the 
potential risk factors on the information collected from 43,772 ever-
married women of different backgrounds extracted from the 2014 
Bangladesh Demographic and Health Survey (BDHS). Based on this 
demographic and socio-economic risk factors, our goal is to predict 
the prevalence of first-day neonatal mortality in Bangladesh. Analysis 
was done using different ML algorithms. Boruta algorithm and Sup-
port Vector Machine (SVM) were used to extract the relevant risk 
factors of the first-day neonatal mortality. Prediction of the preva-
lence of the first-day neonatal mortality was executed using Decision 
Tree (DT), Random Forest (RF), SVM, and Logistic Regression (LR), 
and their performances were appraised using different parameters 
of confusion matrix, Receiver Operating Characteristics (ROC) curves, 
and k-fold cross-validation techniques. About two-thirds of the first-
day neonatal mortality occurred in the rural area. Male children had 
high neonatal mortality, with a rate of 51.2%. Mother Age at 1st birth, 
Husband/partner’s education level, Type of cooking fuel, Total chil-
dren ever born, Wealth index, Mother’s education level, Access to 
media, and Type of place of residence were selected as significant 
risk predictors for predicting the first-day neonatal mortality. Results 
found that the SVM with Gaussian kernel (Accuracy = 0.8358, Sensi-
tivity = 0. 8637, Specificity = 0.3333, Precision = 0.9588, area under 
the ROC curve (AUC) = 0.6596, k-fold accuracy=0.8530) performed 
better among the four machine learning models to predict the first-
day neonatal mortality in Bangladesh. Machine learning framework 
can detect significant predictors of the first-day neonatal mortality, 
therefore may help the health-policymakers, stakeholders, and fam-
ily members to understand and prevent this public health problem.

Keywords: infant health; decision tree; random forest; support vec-
tor machine; feature selection; logistic regression; boruta algorithm; 
confusion matrix; ROC; k-fold cross-validation.
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Introduction

Being a newborn is not a disease, however, several children 
die soon after their birth. Meanwhile, the first month is the most 
climacteric period for child survival [1,2]. According to World 
Health Organization (WHO), neonatal death can be defined as 
“Deaths among children during the first 28 completed days of 
life” [1]. Neonatal death can be split into early neonatal deaths 
(deaths between 0 and 7 completed days of birth) and late neo-
natal deaths (deaths after 7 days to 28 completed days of birth) 
[3]. Nearly in every country, whether poor or rich, the first-day 
of birth is the most dangerous day for babies since the number 
of babies who die on the first-day of life is more than a million 
[4]. In developing countries, death among newborns between 
28 days of birth acts as the prime factor that hinders improving 
the survival rate of children aged less than five years. Neona-
tal deaths alone are responsible for more than two-thirds of all 
deaths in the first one year of life and for about fifty percent of 
all deaths in under-five children [5,6]. The neonatal mortality 
rate of Bangladesh is 41 per thousand live births, which is the 
cause behind about half of the deaths of under-five children [7].

As per WHO, premature birth accounts for 30% of neona-
tal death globally, pneumonia for 27%, birth asphyxia for 23%, 
congenital anomalies for 6%, neonatal tetanus for 4%, diarrhea 
for 3%, and other reasons for 7% of all neonatal deaths [6,8,9]. 
According to Bangladesh Maternal Mortality Survey 2010, the 
main reason behind neonatal deaths, which are determined 
by the verbal autopsy, are low birth weight and premature 
delivery (11%), birth asphyxia (21%), sepsis (34%), and acute 
respiratory infections (10%) [10]. With the assistance of some 
high impact cost-effective, evidence-based interventions and 
expanded healthcare systems, many of these deaths are pre-
ventable [4,11]. Well-trained and equipped health care worker 
during the time of delivery is an effective solution [4]. Predicting 
the first-day neonatal mortality will contribute to lessening the 
deaths knowing the features, and at the same time achieving 
the target to meet Millennium Development Goal (MDG) 4 for 
child survival [12].

Plenty of researches focused on the prediction of neona-
tal mortality with the help of machine learning models [13-
22]. Machine learning models can accurately predict neonatal 
death, and Artificial Intelligence (AI) is the most frequently 
used predictor and metrics for neonatal mortality [23]. There 
is much work in the literature concerning infant mortality, early 
child mortality, and low birth weight in Bangladesh [15,24-27]. 
We are interested in classifying the first-day neonatal mortality 
and evaluating the performance of different ML models to pre-
dict first-day neonatal mortality in Bangladesh. We used birth 
record file data extracted from nationally representative BDHS 
2014. The finding of this study can be beneficial to finding the 
risk factors (features) while predicting neonatal mortality on 
their first day.

Materials and methods

Data sources and study design

The study used survey data from the Bangladesh Demo-
graphic and Health Survey (BDHS) 2014, which comprises Ban-
gladesh’s districts and administrative divisions. This survey col-

lects information from more than 17,000 households and more 
than 17,800 ever-married women. In BDHS 2014 survey, ever-
married women aged 15-49 were interviewed. There are six dif-
ferent data files according to 6 different criteria. Our primary 
motivation is to predict the first-day neonatal mortality in Ban-
gladesh. Here we consider only the birth record file, detailed 
information of this data is available at https://dhsprogram.
com/data/available-datasets.cfm. The information related to 
child mortality on their first day was collected from reproduc-
tive mothers, and a total of 43,772 observations were included 
in the study. There are some missing cases in each variable in 
the study. Different socio-economic, demographic, and environ-
mental factors including mother age, mother age at the time 
of 1st birth, education qualification, place of residence, division, 
wealth, sex and size of the child, place of delivery, exposure to 
NGO activity, access to media, toilet facilities, type of fuel used 
in cooking, respondent’s height and weight, Body Mass Index 
(BMI), number of children, husband/partner’s education level 
and occupation, number of antenatal visits during pregnancy, 
told about the pregnancy, complications, age at death, and first-
day death. Here, first-day death act as a binary outcome vari-
able, and the other factors act as exposure variables.

Statistical analyses

The study aimed to classify and predict neonatal mortality 
on the first-day using different machine learning models (DT, RF, 
SVM, LR). Our methodology involves data collection and pro-
cessing, feature selection using Boruta algorithm. The evalua-
tion process involved splitting the entire data set into training 
data sets and test data sets, applying ML models in the training 
data set, and evaluating the performance of these models on 
the test data set. Therefore, predicting child mortality on the 
first-day based on the entire data set using the best-performed 
model. The performances were evaluated using three perfor-
mance parameters from the confusion matrix such as sensitivity, 
specificity, and accuracy, the area under the Receiver Operating 
Characteristics (ROC) curve (AUC), and the K-fold cross-valida-
tion. All ML models were performed using the scikit-learn mod-
ule in Python programming language version 3.7.3. Only the 
Boruta algorithm was implemented to select the risk factors 
using the Boruta package in the R programming language [28].

Boruta algorithm 

Boruta algorithm extracted the relevant risk factors for neo-
natal mortality on the first-day in Bangladesh using BDHS 2014 
dataset.  A wrapper approach built around a random forest clas-
sifier is used in this algorithm [29]. By adding randomness to the 
system and gathering results from the ensemble of randomized 
samples, the misleading impact of random fluctuations and cor-
relations can be reduced by one. Therefore, this extra random-
ness provides a clearer view of which attributes are fundamen-
tal and remove the less relevant features [30].

Decision tree (DT)

Decision tree is the most commonly used ML technique that 
develops prediction algorithms for a target variable [31,32]. This 
method classifies a population into branch-like segments that 
construct an inverted tree with roots, internal, and leaf nodes 
[32] Without imposing a complicated parametric structure, the 
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algorithm can deal with a vast quantity of data [32].

Random forest (RF)

Random forest is a tree-structured classifier with each tree 
depending on a collection of the random variable [33]. The goal 
is to find a predictor function that minimizes the expected loss 
value by determining the loss function [34]. We used 100 deci-
sion trees and Gini for impurity index to implement the random 
forests algorithm in Python.

Support vector machine (SVM)

Support vector machines are a set of related supervised 
learning methods [35]. The technique uses machine learning 
theory to maximize predictive accuracy; doing such, it over-fit 
the data automatically [36]. Structural Risk Minimization (SRM) 
principle is used in this formulation which has been shown to be 
superior, to the traditional Empirical Risk Minimization (ERM) 
principle, used by conventional neural networks [37].

Logistic regression (LR)

LR analysis is the study of the association between a cate-
gorical dependent variable and a set of independent (explana-
tory) variables [38]. The response variable’s outcome is divided 
into “failure,” which is represented by 1, and “success,” which 
is represented by 0 [39]. Unlike discriminant analysis, logistic 
regression does not assume that the independent variables are 
normally distributed [38].

Confusion matrix performance parameters 

A confusion matrix is a representation of actual and predict-
ed classifications done by a classification system [40]. It com-
pares the predicted classification against the actual classifica-
tion in the form of False-Positive (FP), True Positive (TP), False 
Negative (FN), and True Negative (TN) information while evalu-
ating the performance [38,41].
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Accuracy indicates the total number of correct predictions, 
sensitivity indicates how well a classification algorithm classifies 
data points in the positive class, specificity indicates how well 
a classification algorithm classifies data points in the negative 
class, and finally, precision indicates the number of data points 
correctly classified from the positive class [38,41].

Receiver operating characteristic curve

A Receiver Operating Characteristics (ROC) curve is a two-di-
mensional plot that visualizes, organizes, and selects classifiers 
based on their performance [42]. In this curve, the True Positive 
rate (TP = Sensitivity) is plotted as a function of the False Posi-
tive rate (FP = 1 - Specificity) [43]. The area under the ROC curve 

(AUC) measures how well a parameter can distinguish between 
two diagnostic groups [42].

K-fold cross-validation

In k-fold cross validation subsampling, the data set is ran-
domly split k times. A model is built based on the k-1 parts of 
the data set called training data set. The accuracy of this esti-
mated model is then evaluated on a test set. We choose the 
model which has the smallest cross-validation score [44,45]. 
Any pair of training and test set is disjoint as the sets don't have 
any common case [45].

Result and analysis         

A total of 43,772 ever-married women of different back-
grounds were included in the study from different districts of 
Bangladesh. Table 1 represents the frequency and percentage 
distribution of women from different socio-economic back-
grounds. Among the 43,772 women, 30.9% (n =13,515) reside 
in urban area and 69.1% (n = 30257) women in rural area. Out 
of the total sample, only 5.1% (n = 2,237) of women has higher 
educational background while the majority of women, 34% (n 
=14,879), has no education, 32.7% (n = 14,295) complete their 
primary and 28.2% (12,361) complete their secondary educa-
tion. A significant percentage of the husband comes from no 
educational qualification, 36.4% (n = 15,931 out of 43,769 sam-
ples). Child's birth size is average in most cases, with 67.3% (n = 
3,184 out of 4,728 samples). 1665 Out of 3,525 women, 47.2% 
was told about their pregnancy complication earlier in the de-
livery. The mother's weight was mostly normal 57% (n = 24,711 
out of 43,387 samples). Male children have higher neonatal 
mortality rate 51.2% (n = 22,396).

Table 1: Frequency and percentage distributions of socio-
economic characteristics.

Variables Number of Women (n) Percentage (%)

Highest education level

   No education 14879 34.0

   Primary 14295 32.7

   Secondary 12361 28.2

    Higher 2237 5.1

Type of place of residence

    Urban 13515 30.9

    Rural 30257 69.1

Division

   Barisal 5443 12.4

   Chittagong 7588 17.3

   Dhaka 7083 16.2

   Khulna 5672 13.0

   Rajshahi 5633 12.9

   Rangpur 5971 13.6

   Sylhet 6382 14.6

Wealth Index

   Poorest 5269 12.0

   Poorer 9121 20.8

   Middle 9041 20.7

   Richer 8535 19.5
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   Richest 7806 17.8

Sex of child

    Male 22396 51.2

    Female 21376 48.8

Size of child at birth

Very large 104 2.2

Larger than average 512 10.8

Average 3184 67.3

Smaller than average 621 13.1

    Very small 307 6.5

Access to media

   No 19372 44.3

   Yes 24400 55.7

Exposure to NGO activity

   No 38127 87.1

   Yes 5646 12.9

Toilet facilities shared with other households

   No 29009 68.4

   Yes 11866 28.0

   Not a dejure resident 1554 3.7

Type of cooking fuel

   Electricity 124 0.3

   LPG 643 1.5

   Natural gas 4427 10.1

   Biogas 62 0.1

   Kerosene 28 0.1

   Coal, lignite 121 0.3

   Charcoal 129 0.3

   Wood 22990 52.5

   Straw/shrubs/grass 447 1.0

   Agricultural crop 9723 22.2

   Animal dung 3444 7.9

   No food cooked in    house 1 0.0

   Other 79 0.2

   Not a dejure resident 1554 3.6

Husband/partner’seducation level

   No education 15931 36.4

   Primary 12436 28.4

   Secondary 10666 24.4

   Higher 4736 10.8

Total labour pregnancy complications

   No 1856 52.7

   Yes 1665 47.2

   Don’t know 4 0.1

Body mass index

   Under weight 8534 19.7

   Normal weight 24711 57.0

   Overweight & Obese 10508 24.2

Table 2 represents the association between socio-demo-
graphic characteristics and the first-day death of children 
in Bangladesh. It exhibits that size of the child at birth has a 
significant effect on their death in very large child with (χ2 = 
11.185, P-value < 0.05), total labor pregnancy complications 
(χ2 = 35.153, P-value < 0.05) and educational qualification (χ2 
= 12.861, P-value < 0.05). The percentage of first-day death de-
creases significantly with the wealth index's rise (χ2 = 18.259, 
P-value < 0.05). The place of residence (P-value = 0.125) and 
BMI (P-value = 0.630) was statistically insignificant.

Table 2: Frequency and percentage distributions of first-day 
death of child in Bangladesh along with P-value of the chi-square 
(χ2) test.

Variables First-Day Death χ2 P-value

No: n (%) Yes: n (%)

Highest education level

No education 14649 (98.5) 230 (1.5) 12.591 0.006*

Primary 14109 (98.7) 186 (1.8)

Secondary 12213 (98.8) 148 (1.2)

Higher 2220 (99.2) 17 (0.8)

Type of place of residence

Urban 13353 (98.8) 162 (1.2) 2.471 0.124

Rural 29838 (98.6) 419 (1.4)

Division

   Barisal 5384 (98.9) 59 (1.1) 26.603 <0.001*

   Chittagong 7519 (99.1) 69 (0.9)

   Dhaka 6989 (98.7) 94 (1.3)

   Khulna 5586 (98.5) 86 (1.5)

   Rajshahi 5547 (98.5) 86 (1.5)

   Rangpur 5898 (98.8) 73 (1.2)

   Sylhet 6268 (98.2) 114 (1.8)

Wealth Index

   Poorest 5134 (98.5) 135 (1.5) 18.259 0.001*

   Poorer 9015 (98.8) 106 (1.2)

   Middle 8900 (98.4) 141 (1.6)

   Richer 8408 (98.5) 127 (1.5)

   Richest 7734 (99.1) 72 (0.9)

Birth order number

Total 43191 (98.7) 581 (1.3) 54.335 <0.001*

Sex of child

    Male 22048 (98.4) 348 (1.3) 17.966 <0.001*

    Female 21143 (98.9) 233 (1.1)

Size of child at birth

Very large 104 (100) 0 (0)

Larger than average 502 (98) 10 (2)

Average 3160 (99.2) 24 (0.8) 11.185 0.030*

Smaller than average 616 (99.2) 5 (0.8)

    Very small 301 (98) 6 (2)

Access to media
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*Statistically significant at the 0.05 level.

Features selection

Figure 1 illustrates the result of the Boruta algorithm. With 
the help of this algorithm, we decided to keep 16 variables 
(Toilet facilities shared with other households, type of place of 
residence, birth order number, husband/partner's occupation, 
mother Age at 1st birth, access to media, division, BMI Category, 
respondent's height in centimeters, husband/partner's educa-
tion level, type of cooking fuel, highest educational level, total 
children ever born, wealth index, maternal age, respondent' 
weight in kilograms, BMI) out of 25 variables.

Figure 1: Features selection using the Boruta algorithm.

Figure 2: Features selection using SVM.

Hence, the important risk predictors of the first-day mortal-
ity were also explored using SVM. Once having the fitted SVM 
with linear kernel, then the important features can be deter-
mined by comparing the size of the classifier coefficients us-
ing .coef_ argument value. Figure 2 reveals those selected risk 
predictors with the blue bars and insignificant ones (which hold 
less variance)with the green bars. Here after, the main features 
(risk predictors) were identified using the Boruta algorithm and 
then using SVM. With the aid of SVM algorithm, eight variables, 
for instance, Mother Age at 1st birth (V212), Husband/partner's 
education level (V701), Type of cooking fuel (V161), total chil-
drenever born (V201), Wealth index (V190), Mother’s educa-
tion level (V106), Access to media (A2), and Type of place of 
residence (V025) were selected for predicting first-day mortal-
ity. These eight variables were used to evaluate Machine Learn-
ing models to classify first-day death in Bangladesh.

Machine learning models evaluation

In our study, we evaluated the performance of different Ma-
chine Learning Models with the help of confusion-matrix (Table 
3), ROC curve for different models (Figure 2), and k-fold cross-
validation (Table 4). Table 3 reveals accuracy scores, sensitivity, 
specificity, and precisions of all mentioned machine learning al-
gorithms by considering 70% observations as the training data 
and 30% observation as the test data with the random seeds 
6484 using the scikit-learn module in Python. We found that 
LR was performed well among four ML algorithms based on ac-
curacy score of 0.8533, followed by the SVM (Gaussian kernel) 
with an accuracy rate of 0.8358. However, LR could not be cal-
culated for specification due to the convergence problem. Thus, 
we can say that the SVM algorithm performed well among 
these four ML algorithms in this scenario with an accuracy rate 
of 0.8358 (84% accurate prediction), 86.4% of positive cases 
that were predicted as positive (i.e., sensitivity = 0.8637), 33.3% 
of negative cases that were predicted as negative (i.e., specific-

   No 19105 (98.6) 267 (1.4) 0.689 0.424

   Yes 24086 (98.7) 314 (1.3)

Exposure to NGO activity

   No 37626 (98.7) 501 (1.3) 0.397 0.533

   Yes 5566 (98.6) 80 (1.4)

Toilet facilities shared with other households

   No 28634 (98.7) 375 (1.3) 3.598 0.168

   Yes 11695 (98.6) 171 (1.4)

   Not a dejure resident 1540 (99.1) 14 (0.9)

Type of cooking fuel

   Electricity 118 (95.2) 6 (4.8) 29.458 <0.001*

   LPG 633 (98.4) 10 (1.6)

   Natural gas 4380 (98.9) 47 (1.1)

   Biogas 62 (100) 0 (0.0)

   Kerosene 28 (100) 0 (0.0)

   Coal, lignite 120 (99.2) 1 (0.08)

   Charcoal 125 0 (96.9) 4 (3.1)

   Wood 22703 (98.8) 287 (1.2)

   Straw/shrubs/grass 442 (98.9) 5 (1.1)

   Agricultural crop 9572 (98.4) 151 (1.6)

   Animal dung 3388 (98.4) 56 (1.6)

   No food cooked in    house 1 (100) 0 (0.0)

   Other 79 (100) 0 (0.0)

   Not a dejure resident 1540 (99.1) 14 (0.9)

Husband/partner’s education level

   No education 15720 (98.7) 211 (1.3) 10.613 0.014*

   Primary 12240 (98.4) 196 (1.6)

   Secondary 10543 (98.8) 123 (1.2)

   Higher 4685 (98.9) 51 (1.1)

Total labor pregnancy complications

   No 1843 (99.3) 13 (0.7) 35.153 0.023*

   Yes 1655 (99.4) 10 (0.6)

   Don’t know 3 (75) 1 (25)

Body mass index

   Under weight 8421 (98.7) 113 (1.3) 0.962 0.619

   Normal weight 24373 (98.6) 338 (1.4)

   Overweight & Obese 10378 (98.8) 130 (1.2)
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ity = 0.3333), and 95.9% of positive predictions that were cor-
rect (i.e., precision = 0.9588).

Table 3: Accuracy, sensitivity, specificity and precision of differ-
ent ML models.

Models Accuracy Sensitivity Specificity Precision

DT 0.7822 0.8818 0.2879 0.8601

RF 0.8149 0.8219 0.3064 0.9454

SVM (Gaussian kernel) 0.8358 0.8637 0.3333 0.9588

LR 0.8533 0.8533 N/A 1.000

Highest values are indicated in bold, N/A means not applicable.

The ROC curves were calculated using the scikit-learn mod-
ule with random seed 4856 in Python version 3.7.3, consider-
ing 70% observations as training data and 30% as test data. The 
area under the ROC curve (AUC) was estimated and plotted in 
Figure 3. The highest AUC was observed for SVM with Gauss-
ian Kernel (0.6596), followed by Decision Trees (0.5918), RF 
(0.5789), and LR (0.5489).

Figure 3: ROC curves to predict first-day mortality of child using 
DT, RF, SVM with Gaussian kernel and LR.

Table 4: Result of K-Fold cross-validation of ML Models.

Models
Accuracy (%)  K-Fold

3-Fold 5-Fold 10-Fold 30-Fold

DT 0.781 0.791 0.798 0.799

RF 0.844 0.841 0.845 0.842

SVM(Gaussian kernel) 0.852 0.853 0.853 0.853

LR 0.852 0.852 0.853 0.852

•	 Highest values are indicated in bold.

Table 4 represent that Support Vector Machine model (with Gauss-
ian kernel) performed better in 3-Fold, 5-Fold and 10-Fold cross vali-
dation. To predict the prevalence of first day neonatal mortality, SVM 
(with Gaussian kernel) algorithm performed consistently better. There-
fore, SVM (with Gaussian kernel) perform better with precision, sen-
sitivity, specificity andaccuracy along with ROC curve and K-fold cross 
validation approaches.

Discussion

In pregnancy and post-pregnancy, the most critical day is 
the day of birth for both mothers and their newborn babies. 
Although remarkable reductions have been made in neonatal 
mortality during the last two decades, the estimated death of 
neonatal mortality is 2.7 million every year [46]. A low-income 
country like Bangladesh needs a significant outreach of the 
abundance of neonatal death as a health issue. In 2000, neo-
natal mortality was neglected, therefore, resulting in increased 
mortality in the following year [47]. Hence, a better under-
standing of the causes responsible behinds the death is a key 
to lessening this problem. Motivated by this significant health 
problem and findings of [24], our study used to find the factors 
responsible for the first-day mortality using different Machine 
learning algorithms.

The study findings based on the chi-square test provide that 
the size of a child at the time of birth has a significant effect on 
first-day death along with total labor pregnancy complications 
and the mother's educational background. On the other hand, 
factor-like BMI, the mother's residence, NGO activity, and ac-
cess to media affect insignificantly. Male children had a higher 
neonatal mortality rate than female children. An unborn child’s 
gender works as a significant factor in the death of a child on 
the first-day. However, ML techniques (Boruta algorithm and 
SVM algorithm) determined that eight variables, for instance, 
Mother Age at 1st birth, Husband/partner's education level, 
Type of cooking fuel, Total childrenever born, Wealth index, 
Mother’s education level, Access to media, and Type of place 
ofresidencewerethe selected features (significant risk factors) 
to predict the first-day death in Bangladesh. 

We also considered different ML models to predict the first-
day mortality in Bangladeshusing DT, RF, SVM, and LR. These ML 
models’ performances were evaluated using three approaches, 
for instance, different parameters of confusion matrix, Receiver 
Operating Characteristics (ROC) curves, and k-fold cross-valida-
tion techniques. Based on accuracy score, LR was performed 
better among these four ML algorithms with an accuracy rate 
of 0.8533 (85.3% accurate prediction), followed by SVM (83.6% 
accurate prediction). However, LR could not be calculated for 
specification due to the convergence problem. Consequently, 
the overall performance of SVM for a single run was better than 
all other ML algorithms, for instance, 86.4% of positive cases 
that were predicted as positive (i.e., sensitivity = 0.8637), 33.3% 
of negative cases that were predicted as negative (i.e., specific-
ity = 0.3333), and 95.9% of positive predictions that were cor-
rect (i.e., precision = 0.9588), and area under the ROC curve 
(AUC) =0.6596. The k-fold Cross-validation (Table 4), which pro-
vides a solution based on several runs, also illustrated the bet-
ter performance of SVM model (k-fold accuracy=0.8530) based 
on 3-Fold, 5-Fold, 10-Fold, and 30- Fold. According to these 
findings, SVM with Gaussian kernel performs better than all 
other machine learning approaches, therefore, SVM model will 
be more credible in predicting the first-day neonatal mortality 
in Bangladesh.

Conclusions

Based on the evidence of the study findings, we can conclude 
that ML algorithm can predict the first-day neonatal mortality 
with high accuracy and reliability. Our study indicates different 
socio-economic factors, including mother education, pregnancy 
complications, economic background, size of the child at birth, 
are the major risk factors. Education of the parents of the child 
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act as an essential variable to minimize the risk rate. Safe de-
livery under trained caregivers can lessen the extremity of the 
vast problem. By detecting the significant factors with the ac-
curate ML algorithm, the government and health policymakers 
can understand the complications and intervene to minimize 
this public health issue.
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